A multi-material flow solver for high speed compressible flows

Anil Kapahi *, Chao-Tsung Hsiao, Georges L. Chahine

DYNAFLOW, Inc., 10621-J Iron Bridge Road, Jessup, MD, USA

ABSTRACT

This paper describes a three-dimensional Eulerian–Lagrangian method for the modeling and simulation of high-speed multi-material dynamics. The equations for conservation of mass, momentum, and energy are solved on a fixed Cartesian grid using a fully conservative higher order MUSCL scheme. The dilatational response of each material is handled using a suitable equation of state. The embedded interfaces are handled using a mixed-cell approach. This approach uses an Eulerian treatment for the computational cells away from the interface and a Lagrangian treatment for the cells including interface elements, resulting in a fully conservative method for multi-material interactions. The method has shown capability to resolve and capture non-linear waves such as shock waves, rarefaction waves, and contact discontinuities in complex geometries. This work mainly emphasizes the handling of shock-wave interaction with bubbles, bubbly media, and multi-fluid interfaces in a compressible flow framework. Several numerical examples are shown to demonstrate the validity and robustness of the method.

1. Introduction

The understanding of high speed flow phenomena is critical to many applications such as blast wave interactions with structures [2], underwater explosions [3], munitions-target interactions [4], detonation shock dynamics [5], and dynamics of shaped charges [6]. These interactions involve the presence of non-linear waves such as shock waves, rarefaction waves, and detonation waves resulting in localized high intensity phenomena such as large deformation of the interface, fragmentation, and shattering.

The methods of choice for solving these problems can be mainly categorized into Eulerian and Lagrangian methods [4]. Both Lagrangian and Eulerian frameworks have been identified with certain advantages and limitations and take different paths in formulating large deformation problems [4,7,8]. Flow solvers based on a Lagrangian formulation, such as in EPIC [9] and LS-DYNA [10], have the material interface attached to the mesh, which is used to follow the deformation. Those based on an Eulerian formulation, such as HULL [11] and CTH [12], use a fixed mesh and the deformed material flows through the mesh. The Lagrangian methods have to contend with mesh entanglement and the burden of mesh management encountered frequently in large deformation problems making them cumbersome to handle [4,8]. On the other hand, Eulerian methods, which use level sets and ghost fluid approaches, have issues of mass conservation resulting in loss/gain of mass of material while undergoing large deformation [6,13–16]. There are some other methods such as Smooth Particle Hydrodynamics [17], which is a variant of Lagrangian method, designed to handle severe deformations and where the location of the material interface is not as important and Arbitrary Lagrangian Eulerian methods, which optimize the solution by allowing the mesh inside the domain to move arbitrary while mesh attached to the interface moves precisely to track the interface [18–21].

In the present work, a high-order compressible fluid solver, 3DYNAFS-COMP©, based on a mixed cell (Eulerian–Lagrangian) approach [19,22,23] is developed to handle shock wave interactions with fluid or material interfaces. This approach uses a Lagrangian treatment for cells containing a material interface and an Eulerian treatment for cells away from material interfaces. A re-map procedure is employed to map the Lagrangian solution back to the Eulerian grid. Note that though this approach is called mixed cell method, it is different from mixture theory approaches where averaged properties are used for the computational cells containing more than one material [5]. The present mixed cell approach still treats each material separately but takes the benefit from both the Eulerian and Lagrangian treatments and can handle large deformation problems without having issues with the conservation of physical quantities.

As discussed above, the treatment of the interfaces is the key component in handling a multi-material compressible flow solver. This paper emphasis is on bubble dynamics during which the air/
water interface undergoes severe deformation. Moreover, shock wave interactions with the air/water interface could result in shattering of the bubble(s). The high order method developed in this work addresses the following key matters involved with interface treatment [24]:

1. The interfaces are tracked using an Eulerian–Lagrangian approach and only the computational cells containing material interfaces are treated in a fully Lagrangian manner. This procedure obviates extensive re-meshing and can handle large deformations of the interface. A re-map procedure, which involves mesh management, is applied only on a lower order dimension (i.e. on a curve for a 2D object, or a surface for a 3D object) and is less computationally expensive than in a fully Lagrangian approach where the distortion of a material interface can require smaller and smaller time-steps leading to termination of the simulation. In other words, the Lagrange and re-map procedure will be required only for the cells defining the interface and not for the whole domain.

2. The issue of conservation is a key challenge in high-speed multi-material flows. Lagrangian methods, though fully conservative, have to implement erosion techniques to delete material points as the deformation increases. On the other hand, Eulerian methods facilitate handling of large deformations at the cost of being non-conservative at the material interface. The mixed approach used in this work combines both Eulerian and Lagrangian techniques by carefully treating the material interface resulting in a fully conservative procedure capable of handling large deformations.

3. A mixture based approach where the flow quantities are averaged in the computational cells containing more than one material can be catastrophic for materials with large differences in impedance. Moreover, an averaging approach also requires some sort of averaged equation of state to compute the dilatational response. These procedures may give a physical solution for materials with similar properties but could lead to erroneous solutions for problems having more than two materials or a pair of stiff materials. The developed Eulerian–Lagrangian approach has been shown to work well for air and water interfaces (stiff pair) for a variety of problems and matches well with existing established flow solvers [23].

With these issues well addressed, the present method establishes a framework to handle shock interaction with material interfaces. It can also be used to prescribe a homogeneous mixture field in a given region, treat it as a block of mixed cells and then investigate its evolution and multi-species dynamics. This is an advantage over other methods, which can treat embedded object only as single-phase materials and makes the current algorithm more flexible. Another main advantage of the present software is that it can also address complex two-phase flows through seamless coupling with other companion modules such as a Discrete Singularity Model (DSM) [25] to handle complex bubble cloud problems. This will be a subject of separate publications. A slight disadvantage of the current method is that the interface is not sharp and its precision depends on the selected grid cell sizes.

The details of the governing equations, numerical methods, interface treatment, and application on a few numerical examples showing robustness of the method are presented in the following sections.

2. Governing equations

The governing equations in the framework presented above, describe a set of hyperbolic conservation laws [26]. Cast in Cartesian coordinates, the governing equations for the conservation of mass, momentum, and energy take the following form:

$$\frac{\partial Q}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} + \frac{\partial H}{\partial z} = 0,$$

$$Q = \begin{bmatrix} \rho \\ \rho u \\ \rho v \\ \rho w \\ \rho e \end{bmatrix}, \quad F = \begin{bmatrix} \rho u \\ \rho u u + p \\ \rho u v \\ \rho u w \\ u, \rho E + p \end{bmatrix}, \quad G = \begin{bmatrix} \rho v \\ \rho u v \\ \rho v v + p \\ \rho v w \\ v, \rho E + p \end{bmatrix}, \quad H = \begin{bmatrix} \rho w \\ \rho u w \\ \rho v w \\ \rho w w + p \\ w, \rho E + p \end{bmatrix}.$$ (1)

In Eq. (1), $Q$ contains the primitive variables and $F$, $G$, and $H$ contain the fluxes in the $x$, $y$, and $z$ directions respectively. The variables $u$, $v$, and $w$ are the velocities in the $x$, $y$, and $z$ directions respectively, $p$ is the material density, $E$ is the specific total energy of the material, and $p$ is the pressure. The system is closed by using a suitable equation of state, which defines the pressure as a function of the specific internal energy and the density. In this paper we consider air/water interfaces. An ideal gas equation is used for air [28] $p = (\gamma - 1)\rho e$.

One of the two potential equations of state – Tait law and Tillotson [29] – are used for water. The expression for the Tait law is $p = p_0 + B [(\rho / \rho_0)^n - 1]$, (4)

where the constants $n = 7.15$, $B = 3 \times 10^8$ Pa, and $p_0 = 10^5$ Pa and $\rho_0 = 1000$ kg/m$^3$ are reference pressure and density respectively. Note that Eq. (4) does not explicitly invoke the energy. Therefore, materials described using the Tait law do not require the solution of the energy equation. Tillotson gives a more complete equation of state for water, which can be written as

$$p = p_0 + \omega p(e - e_0) + A\mu + B\mu^2 + C\mu^3; \mu = \frac{p}{\rho_0} - 1,$$ (5)

where the constants $\omega = 0.28$, $A = 2.2 \times 10^{10}$, $B = 9.54 \times 10^{10}$, $C = 1.457 \times 10^{11}$, and $p_0 = 10^5$ Pa, $e_0 = 3.542 \times 10^3$ J/kg and $\rho_0 = 1000$ kg/m$^3$ are the reference pressure, specific internal energy, and density respectively. The specific internal energy $e$, defined in Eq. (3), can be used to deduce the temperature, $T$, of a given material using the following thermodynamic relation:

$$de = c_e dT + \left[ T \frac{\partial p}{\partial T} \right]_p dp \left( \frac{1}{p} \right),$$ (6)

where is the specific heat at constant volume and $d$ is the differential operator. The term in the square bracket on the right hand side in Eq. (6) vanishes for ideal gas law where $P = \rho RT$, but will be important for non-ideal gases described for example by the Tillotson equation of state. For an ideal gas, Eq. (6) can be written as:

$$de = c_e dT.$$ (7)

3. Numerical methodology

A stringent requirement for a compressible flow solver is to accurately capture non-linear waves such as shock waves, rarefaction waves, and contact discontinuities [24]. A typical finite difference scheme will generate considerable spurious oscillations at the shock interface [26]. These oscillations occur rapidly (within a few time steps) and often destabilize the numerical algorithm. Several schemes have been proposed to address the propagation of shock waves [30]. Early work based on artificial viscosity included extra
terms in the finite difference-based discretized equation [31].
Approximations. Their main advantage is that they are robust and accurately capture the location of discontinuities such as shocks and contact surfaces. A good discussion of these methods is given in [26].

The present work uses a higher order predictor–corrector method based on the Monotonic Upwind Scheme for Conservation Law (MUSCL) [22] for pure cell calculations. In the predictor step, cell edge properties (density, velocity, energy) at the ‘half step’ are computed using the method of characteristics [22]. These properties are used to construct a Riemann problem at each cell edge. The procedure to handle the Riemann problem generates “regions” with different solutions. The computational cell edge properties are selected in accordance with the “region” in which the edge is located and these properties are used to compute the fluxes across the cell. Since this is a direction-by-direction procedure, these fluxes are shown for only the x direction. The fluxes of mass, \( F^m \), momentum, \( F^c \), and energy, \( F^g \), at the cell edge face can be written for cell \( i \), with \( i + 1/2 \) corresponding to cell face location (\( i + 1 \) is the neighboring cell) as:

\[
F^m_{i + 1/2} = A_{i+1/2} \rho^g_{i + 1/2} u^g_{i + 1/2};
\]

\[
F^c_{i + 1/2} = A_{i+1/2} \left[ \rho^g_{i + 1/2} (u^g_{i + 1/2})^2 + p^g_{i + 1/2} \right];
\]

\[
F^e_{i + 1/2} = A_{i+1/2} \left[ \rho^g_{i + 1/2} (u^g_{i + 1/2})^2 + p^g_{i + 1/2} \right].
\]

In Eq. (8), the edge quantities, denoted by superscript \( g \), are used to compute the fluxes. The variable \( A_{i+1/2} \) represents the area at the cell edge defined as the product of \( dy(i) \) and \( dz(i) \), where \( dy(i) \) and \( dz(i) \) are the cell dimensions in Y and Z directions respectively.

The overall predictor–corrector method consists of a step to calculate the slopes of the primitive variables, a predictor step to apply the method of characteristic, and a corrector step involving the Riemann solver. This is a well-established algorithm and details corresponding to each step are provided in [22].

Once the density, energy, and pressure are updated at a given time step, the temperature can be computed by using first-order time-differencing expressions of Eqs. (6) and (7):

\[
T^{n+1} = T^n + c_v \left[ \frac{e^{n+1} - e^n}{c_v} + p^{n+1} \frac{1}{\rho^n} \left( \frac{1}{\sqrt{\gamma}} \right) \right].
\]

\[
T^{n+1} = T^n + c_v \left[ \frac{e^{n+1} - e^n}{c_v} \right].
\]

In Eqs. (9) and (10), the superscript \( n + 1 \) indicates the solution at the new time step and \( n \) indicates the solution at the previous time step.

### 3.1. Mixed cell treatment

The standard MUSCL scheme is augmented by the mixed cell approach to handle material interfaces. In a scenario of multiple materials, the single fluid algorithm [22] initiates the solution by using average properties. The cells containing the material interfaces and their immediate neighbors known as “mixed cells” are revisited and re-solved using a fully conservative Lagrange-plus-remap step. In the Lagrange step, mixed cell edges are moved at local fluid velocities approximated by the previously computed Riemann slip velocity (corrector step) [22], while edges with pure cells on both sides are held fixed. Thus, mixed cells are treated from the Lagrange point of view, while adjacent pure cells have one edge that moves at the local fluid velocity and the second edge is stationary. During the re-map step, the convected flow is mapped back to the original grid. The process is shown schematically for a 1D problem in Fig. 1, where the mixed cell contains an interface.

If this cell was handled in a purely Lagrangian manner, the cell edges would move with an edge velocity, \( \mathbf{u}^* \) [22], as illustrated by the “Lagrange step”. To maintain the original Eulerian grid, a “re-map step” is applied. This is a re-grid procedure, which brings back the fictitiously moved grid to the original location as illustrated by the dashed lines.

For a multi-dimensional configuration, the above procedure is repeated direction by direction. As the interface is not sharp and is defined within a single grid cell, the interface will be aligned with the mesh depending on the direction of application of the procedure. This is illustrated in Fig. 2 by considering a circular interface in a 2D Cartesian mesh. For the computation in the X-direction, the interface segments in each grid cell will be parallel to OY while for the Y-direction computations, the interface will be parallel to OX. Fig. 2(b) and (c) each highlight one of the mixed cells, which can be treated similar to a mixed cell in one dimension.

#### 3.1.1. Lagrange step

3.1.1.1. Governing equations. During the Lagrangian step, the volume, \( V \), of a mixed cell can change. Cell volume expansion and conservation of mass, momentum, and energy during the Lagrange step can be written, with \( \mathbf{U} \) being the velocity vector:

![Fig. 1. Sketch of the procedure used in the treatment of a mixed cell, which contains an interface. Mixed cells are advanced using a Lagrange step plus a re-map step.](image-url)
\[ \frac{D}{Dt} \int \int \int dV = \nabla \cdot \mathbf{U} \int \int \int dV \]  

(11)

\[ \frac{D}{Dt} \int \int \int \rho dV = 0, \]

\[ \frac{D}{Dt} \int \int \int \rho \mathbf{U} dV = -\nabla \cdot \int \int \int \rho \mathbf{U} dV, \]

\[ \frac{D}{Dt} \int \int \int \rho E dV = -\nabla \cdot \int \int \int \mathbf{U} \rho \mathbf{U} dV. \]  

(12)

Eqs. (12) are nothing but the Euler hyperbolic equations (1) written in the material frame of reference. The operator \( \frac{D}{Dt} \) represents total derivative, i.e. derivative while moving with the material with the velocity \( \mathbf{U} \). \( \nabla \cdot \) represents the divergence operator. To track individual material property changes it is necessary to break down in these equations the quantities into their material-specific components. This necessitates dividing the change in volume and the pressure work among the individual materials. The total volume change can be simply stated as the sum of all individual material volumes as follows:

\[ dV = \sum_{m=1}^{M} dV^m, \]  

(13)

where superscript \( m \) represents the different materials. The individual elements volume changes can be related to the individual material masses, \( M^m \), by:

\[ V^m = \frac{\rho^m M^m}{\rho}, \]  

(14)

where \( \rho^m \) is the specific volume of material \( m \). Since \( M^m \) is constant during a Lagrange step, the change in material \( m \) volume, \( dV^m \), can be written as:

\[ dV^m = M^m d\rho^m. \]  

(15)

Introducing the material component sound speed, \( c^m \), defined as:

\[ c^m = -v^m \frac{d\rho^m}{dV^m}, \]  

(16)

and assuming that the change in pressure in the computational cell is the same for all individual materials, \( dp = dp^m \), Eq. (15) can be rewritten as:

\[ dV^m = -\frac{dp^m V^m}{\rho^m c^m}. \]  

(17)

Finally, using (17), the distribution of the volume change, can be written in terms of the material compressibility parameter [33], \( \eta^m \):

\[ \eta^m = \frac{dV^m}{dV} = \left( \frac{V^m}{\rho^m c^m} \right) \int \frac{dp}{pc^2}. \]  

(18)

where \( c \) is the sound speed in the mixed cell and \( x^m \) is the volume fraction corresponding to material \( m \),

\[ c^2 = \frac{\eta^m \rho^m c^m}{\rho x^m}, \quad x^m = \frac{V^m}{V}. \]  

(19)

The same procedure is applied to the momentum and energy conservation equations in (12) to obtain:

\[ \frac{D}{Dt} \int \int \int \rho^m \mathbf{U} dV^m = -\mu^m \nabla \cdot \int \int \int \rho \mathbf{U} dV, \]

\[ \frac{D}{Dt} \int \int \int \rho^m E^m dV^m = -\eta^m \rho \nabla \cdot \int \int \int \mathbf{U} \rho \mathbf{U} - \mu^m \nabla \cdot \int \int \int \mathbf{U} \rho \mathbf{U} \cdot \int \int \int \rho dV. \]  

(20)

with

\[ \mu^m = x^m \frac{\rho^m}{\rho}, \]  

(21)

where \( \mu^m \) is the component \( m \) mass fraction.

3.1.1.2. Discretized formulation. The mixed cell volume, \( V \), after the Lagrange step can be written in discretized format as follows:

\[ \tilde{V}_i = V_i + \Delta V_i; \quad \Delta V_i = \left( A_{i2} \tilde{u}_{i+1} - A_{i-1} \tilde{u}_{i-1} \right) \Delta t. \]  

(22)

Here and in what follows the \( \tilde{\cdot} \) superscript denotes values at the end of this step. The subscript \( i \) is the cell index and \( i \pm 1/2 \) represents the cell edge. The symbol \( \Delta \) represents change in the subject.
quantity during the time interval $\Delta t$. In Eq. (22), $u_{i+1/2}^n$ and $u_{i-1/2}^n$ are equal to $u_*$ for the moving edges and are equal to zero for the stationary edges.

The individual material volumes are given by:

$$\tilde{V}_i^m = V_i^m + \Delta V_i \eta_i^m.$$  

(23)

Similarly, material specific continuity, momentum, and energy equation can be written as:

$$\tilde{\rho}_i^m \tilde{V}_i^m = \rho_i^m V_i^m,$$  

(24)

$$\tilde{\rho}_i^m \tilde{V}_i^m \tilde{u}_i = V_i^m \rho_i^m u_i + \mu_i \left[ \left( A_{i+1/2} - A_{i-1/2} \right) \right] \Delta t.$$  

(25)

$$\tilde{\rho}_i^m \tilde{V}_i^m \tilde{E}_i = \tilde{\rho}_i^m V_i^m \tilde{E}_i^m + \frac{\left( p_{i+1/2} + p_{i-1/2} \right) \left( u_{i+1/2} A_{i+1/2} - u_{i-1/2} A_{i-1/2} \right)}{2} \Delta t.$$  

(26)

In the above expressions, $u_{i+1/2}$ and $u_{i-1/2}$ are equal to $u_*$ for the moving edges and are $u_i^m$ and $u_i^n$, respectively for the stationary edges. The updated material density is obtained from the mass conservation Eq. (24) as:

$$\tilde{\rho}_i^m = \frac{\tilde{\rho}_i^m \tilde{V}_i^m}{V_i^m}.$$  

(27)

The total density can then be computed using (27) as $\rho_i = \sum_{m=1}^{M} \eta_i^m \tilde{\rho}_i^m$. This can be used along with Eq. (25) to obtain the updated value of the velocity, which is assumed to be the same for all material components:

$$u_i = \frac{V_i \rho_i u_i + \left( A_{i+1/2} - A_{i-1/2} \right) A_{i+1/2} \Delta t}{\tilde{\rho}_i^m \tilde{V}_i^m}.$$  

(28)

Finally the new value of the material energy using the above and Eq. (26):

$$\tilde{E}_i^m = \frac{\tilde{E}_i \tilde{E}_i^m V_i^m}{\tilde{\rho}_i^m V_i^m} + \frac{\left( p_{i+1/2} + p_{i-1/2} \right) \left( u_{i+1/2} A_{i+1/2} - u_{i-1/2} A_{i-1/2} \right)}{2} \Delta t.$$  

(29)

### 3.1.2. Re-map step

The re-map step is a re-gridding procedure and projects the Lagrange step results back onto the original mesh as is shown in Fig. 1. This entails:

1. determining the volume to be moved between adjacent cells to restore the original grid,
2. splitting this volume into material components, and
3. computing the average mass, momentum, and energy in the reconstituted cells.

The volume to be moved across each edge is computed as:

$$v_{i+1/2} = A_{i+1/2} u_{i+1/2}^f \Delta t.$$  

(30)

The Simple Line Interface Computation (SLIC) algorithm [34] is used to decompose $v$ into material-specific volume components, $v_m$, depending on neighboring materials. Each material volume, $v_m$, is then used to determine the volume flux of that material, and is given by

$$v_{i+1/2} = v_m^m \text{sign} \left( u_{i+1/2}^f \right).$$  

(31)

The computed volume fluxes are used to map the Lagrangian solution back to the original grid. The fluxes for the re-map step: $F_i^m$ for the mass, $F_i^q$ for the momentum, and $F_i^e$ for the energy, can be written as:

$$F_{i+1/2}^m = v_{i+1/2}^m \rho_i u_i,$$  

(32)

$$F_{i+1/2}^q = v_{i+1/2}^m \rho_i^q,$$  

(33)

$$F_{i+1/2}^e = v_{i+1/2}^m \rho_i^e.$$  

(34)

The value of the subscripts, $i$, in Eq. (32) is decided by following relation:

$$I = \begin{cases} i + 1, & \text{for } u_{i+1/2}^f \leq 0, \\ i, & \text{for } u_{i+1/2}^f > 0. \end{cases}$$  

(35)

The final cell properties (volume fraction, density and energy) given by superscript $n+1$ after the re-map procedure can be determined from:

$$\tilde{\chi}_i^{n+1} = \frac{\tilde{\chi}_i \tilde{\chi}_i^{n+1}}{\tilde{\rho}_i^{n+1}}$$  

(36)

$$\rho_i^{n+1} = \frac{\tilde{\rho}_i \tilde{\rho}_i^{n+1}}{\tilde{\chi}_i^{n+1}} + \frac{\tilde{F}_i^{n+1} \tilde{F}_i^{n+1} - \left( \tilde{F}_i^{n+1} \right)^{\text{remap}}}{\tilde{\chi}_i^{n+1} \tilde{\rho}_i^{n+1} \tilde{F}_i^{n+1}}.$$  

(37)

After the properties of each material on the original grid are obtained at the re-map step, the average properties in a cell containing $M$ materials can be calculated.

The equivalent density is volume averaged and can be written as:

$$\rho = \frac{1}{\tilde{\rho} \sum_{m=1}^{M} \tilde{\chi} \tilde{\rho}^m}.$$  

(38)

The energy is mass averaged and can be written as:

$$E = \frac{1}{\rho \sum_{m=1}^{M} \tilde{\chi} \tilde{\rho}^m \tilde{E}^m}.$$  

(39)

The average value of the density is used to compute the final velocity:

$$u_i^{n+1} = \frac{\tilde{\chi}_i \tilde{\rho}_i \tilde{u}_i^m + \left( \tilde{F}_i^{n+1} \right)^{\text{remap}} - \left( \tilde{F}_i^{n+1} \right)^{\text{remap}}}{\tilde{\chi}_i^{n+1} \rho_i^{n+1}}.$$  

(40)

The sound speed as obtained as in (19) is averaged from all components with the final expression written as:

$$c^2 = \frac{1}{\rho \sum_{m=1}^{M} \tilde{\chi} \tilde{\rho}^m \tilde{E}^m}.$$  

(41)

### Table 1

<table>
<thead>
<tr>
<th>Case</th>
<th>Normalized pressure</th>
<th>Normalized density</th>
<th>Normalized velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Left</td>
<td>Right</td>
<td>Left</td>
</tr>
<tr>
<td>Weak shock</td>
<td>1.0</td>
<td>0.1</td>
<td>1.0</td>
</tr>
<tr>
<td>Strong shock</td>
<td>100.0</td>
<td>1.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>
The material specific internal energy and density are used to find the material specific pressure. A pressure equilibrium algorithm [23,33] is used to equilibrate the pressure so that pressure continuity can be achieved at the material interface. This procedure adjusts the material volume fraction in a mixed cell, while holding the energy constant, with a constrain on volume fraction $P_m = \frac{1}{f_m} = \frac{1}{a_m}$, until all materials are at the same pressure. In the case of no solution, the single value of pressure in a mixed cell is computed based on the change in volume and the final expression can be obtained by substituting $dp_m = p - p_m$ in Eq.(17):

$$p = \frac{\sum_{m=1}^{M} \rho_m e_m}{\sum_{m=1}^{M} \rho_m}.$$  

(39)

The material specific quantities $\rho_m$, $e_m$, and the total pressure $p$ from the above equations are used to compute the temperature of each individual material, $T_m$ based on Eqs. (9) and (10) and the mass-averaged temperature in a mixed cell can be written as:

$$T = \frac{1}{\rho} \sum_{m=1}^{M} \chi_m \rho_m T_m.$$  

(40)

These average properties are then used to advance the solution as in a single fluid problem.

4. Benchmarking and verification

This section will show some typical numerical problems simulated using 3DynaFS-Comp®. The first cases consider classical examples to validate the implementation and determine accuracy. The later examples address more complex problems related to bubble dynamics and two-phase bubbly flow. Gravity and surface tension effects are ignored in these examples. Introduction of gravity is trivial, while surface tension requires additional considerations.

Unless otherwise stated, all example problems shown below are solved using a CFL number of 0.45. The CFL number is calculated here as follows:

$$\text{CFL} = \frac{(\text{umax} + c)\Delta t}{\Delta x},$$  

(41)

where $\text{umax}$ is the maximum value of all absolute local material speeds, $c$ is the sound speed, $\Delta t$ and $\Delta x$ are the time step and the grid spacing respectively. The selected value of the CFL is used to compute the adaptive time step duration the computation.

All problems presented below were solved on a single processor. Parallelization using OpenMP and MPI is the subject of ongoing work.

4.1. Shock tube problem

The shock tube problem is a standard test case to benchmark a compressible flow solver [26]. A shock tube is comprised of two sections separated by a diaphragm with a high-pressure gas in one section and a low-pressure gas in the other. The sudden removal of the diaphragm results in three characteristics waves: a shock wave, a rarefaction wave, and a contact discontinuity.
The high-pressure shock wave propagates into the initially low-pressure region resulting in a sharp front whereas a weaker rarefaction wave moves into the initially high-pressure region. This dynamics can be simulated using the numerical framework described above. Two example cases are presented here, one corresponding to a weak shock (Sod’s shock tube problem) and the second to a strong shock [26]. The initial conditions corresponding to each case are given in Table 1. The ideal gas law given in Eq. (2) is used to compute the pressures in both cases.

Fig. 4. Variation of the normalized (a) pressure, (b) density, and (c) temperature along the length of shock tube for a strong shock (initial pressure ratio of 100) at \( t = 0.08 \). Quantities are normalized with the initial conditions (shown in dashed lines) on the high-pressure side of the tube, \( X = 0 \). The shock wave, the rarefaction wave and the contact discontinuity are shown using the symbols S, R and C respectively and are compared with the exact solution.

Fig. 5. (a) Influence of the grid resolution on the normalized pressure along the length of the shock tube, and (b) influence of the CFL number (time step) for a space resolution of 200 grids per unit length.
The spatial distributions of the pressure, density and temperature at an instant before the waves reach the boundaries are compared with the exact solution in Figs. 3 and 4 respectively. Both problems are simulated using 200 grid points in the X-direction unit length. The figures clearly show that all three waves are properly and accurately captured and the results are in excellent agreement with the exact solution 26 for both the weak and strong shock cases. At the instants shown in Fig. 3 (t = 0.25) and Fig. 4 (t = 0.08), the shock wave (S) is located at X = 0.93 for the weak case and at X = 0.89 for the strong case. The contact discontinuity (C) moves into the originally low-pressure region of the shock tube. The pressure is continuous across this contact discontinuity (C) located at X = 0.73 in Fig. 3 and at X = 0.81 in Fig. 4, while the density and temperature are discontinuous, since by definition, contact discontinuities are surfaces separating two regions with different densities across which there is no cross flow and the pressure is in equilibrium. The rarefaction wave (R), which is not a sharp discontinuity and represents a gradual change in the flow quantities has its head located at about X = 0.2 for both the weak and strong shock cases as shown in Figs. 3 and 4 respectively. At the observation time corresponding to Figs. 3 and 4 respectively, the tail of the rarefaction wave (R) is located at X = 0.48 for the weak shock and at X = 0.56 for the strong shock.

The grid used for this problem was selected by conducting a grid/CFL independent study. The results from this study are summarized in Fig. 5. The pressure variations in the domain are shown at t = 0.25 for different space resolution (CFL = 0.45, Fig. 5a) and time resolution (CFL < 1, Fig. 5b). The results clearly show that
200 grid points and a CFL of 0.45 are good selections for a converged solution. For this reference condition, the serial computations took 90 CPU seconds on a 3.33 GHz quad core computer.

4.2. Error and convergence analysis

This section analyzes the convergence of the present multi-material solver when the grid density increases. To do so, we examine the solution of Sod’s shock tube solution for different grid densities. Fig. 6 compares the density obtained with four increasing resolution grids with the exact solution obtained in [26]. Fig. 6a shows the overall view of the solutions, while Fig. 6b shows a zoom around the shock location at \( x = 0.938 \) and Fig. 6c shows a zoom around a contact discontinuity at \( x \approx 0.731 \).

The figures show that the solution converges to the exact solution as the grid is refined. To provide a quantitative evaluation we computed a measure, \( \varepsilon_d \), of the largest error in the density, which occurs around discontinuity features such as the shock and the contact discontinuity,

\[
\varepsilon_d = \frac{1}{(x_1 - x_0)} \int_{x_0}^{x_1} \left| \frac{\rho - \rho_{\text{exact}}}{\rho_{\text{exact}}} \right| dx.
\]  

(42)

where \( x_0 \) and \( x_1 \) are selected to enclose completely the deviations from the exact solution at the shock or contact discontinuity; for instance \( x_0 = 0.89 \) and \( x_1 = 0.97 \) for the shock while \( x_0 = 0.65 \) and \( x_1 = 0.85 \) for the contact discontinuity.

Fig. 7 shows the actual error and a power fit to the error data, \( N^{-\alpha} \). The value of \( \alpha \) is \( \approx 0.9 \) for the shock and \( \approx 1.08 \) for the contact discontinuity.

Fig. 8 also compares the temporal variation of the solution for different resolutions at the location \( x = 0.938 \) with the exact solution. This location corresponds to the exact position of the shock at \( t = 0.25 \) s. The temporal variation of the density shows the improvement with the grid resolution in the computation of the arrival time of the shock.

As in the previous paragraph, the error, \( \varepsilon_T \), is computed using a time window such that the discontinuity for all the resolutions is captured and is given by:

\[
\varepsilon_T = \frac{1}{(t_1 - t_0)} \int_{t_0}^{t_1} \left| \frac{\rho - \rho_{\text{exact}}}{\rho_{\text{exact}}} \right| dt.
\]  

(43)

For error computation at \( x = 0.938 \), \( t_0 \) and \( t_1 \) for the case of shock are 0.23 and 0.27. The computed error for different grid resolutions is shown in Fig. 9. The figure also shows a power fit to the error data, \( N^{-\beta} \), with \( \beta = 1.1 \).

Finally, we also determine the experimental order of convergence (EOC) using the following expression:

\[
\text{EOC} = \log_2 \left( \frac{\| \varepsilon_N \|}{\| \varepsilon_{N/2} \|} \right).
\]  

(44)

where \( \| \varepsilon_N \| \) is the norm of the solution error and \( N \) is the number of grid points. Here, we use the \( l^1 \) norm of the density error computed as:

\[
l^1 = \Delta x \sum_{j=1}^{N} \left| \rho(X_j) - \rho_{\text{exact}}(X_j) \right|.
\]  

(45)

The computed norms and EOC are shown in Table 2. The numbers clearly show that the error reduces as the grid points increase and
that the value of EOC is near one. The presence of strong discontinu-
ties in the solution of the present problem, reduces the order of
convergence to 1 near those regions.

We also computed the EOC for a smooth solution problem given
in [27]. The problem considers the exact solution of the one-
dimensional Euler equation for the propagation of a sinusoidal
space variation of the density:

\[
\rho(x, t) = 1.0 + 0.2 \sin(\pi(x - ut)),
\]
\[
u(x, t) = 0.1, \quad p(x, t) = 0.5.
\] (46)

The solution is propagated in time while applying periodic bound-
ary conditions. Fig. 10 compares the solution for this problem at
t = 0.5 for different grid resolutions with the exact solution.

The figure also shows a zoom at the trough of the sinusoid at
(x = 1.55) and illustrates the convergence of the solution as the
number of grids is increased. The error in the solution using (42),
for x_0 = 1.0 and x_1 = 2.0 for different grids is shown in Fig. 11.
The power fit to the error data gives \( \alpha = 2.19 \) in this case.

The EOC computed for this problem is tabulated in Table 3 and
is seen to be higher than 2 indicating second order convergence in
absence of discontinuity regions.

4.3. Two-material shock tube problem

Accurately modeling a two-material shock tube problem repres-
ents a stringent test case to verify the implementation of the
interface treatment. This section demonstrates the approach for a
two-material shock tube problem. The given setup has high-
pressure air on one side and water at ambient condition on the
other side of a discontinuity surface. The initial conditions for the
problem are given in Table 4.

Complete equations of state are used for both materials with
the pressure defined as a function of both the internal energy
and the density. The ideal gas Eq. (2) is used for air and Tillotson
equation (4) is used for water. As shown in Fig. 12, the evolutions
of the shock wave, the rarefaction wave, and the contact dis-
continuity are captured well and are in excellent comparison with
GEMINI [23]. The figure shows the pressure, temperature, density
and velocity along the tube at a selected time and are compared
with GEMINI. The location of the shock wave (X = 1.626 m), the
contact discontinuity (X = 0.0554 m), and the rarefaction wave
(X = –1.6767 m) are represented using the symbols S, C and R
respectively. It should also be noted that the ratios of local air
and water pressures are equal to the ratio of impedances. The pres-
sure in the water increases to 19.39 MPa due to the propagation of

---

Table 3

<table>
<thead>
<tr>
<th>Number of grid points</th>
<th>( l^1 )-norm</th>
<th>EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>5.3e-4</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1.1e-4</td>
<td>2.30</td>
</tr>
<tr>
<td>100</td>
<td>2.4e-5</td>
<td>2.16</td>
</tr>
<tr>
<td>200</td>
<td>5.2e-6</td>
<td>2.21</td>
</tr>
<tr>
<td>400</td>
<td>1.2e-6</td>
<td>2.08</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Case</th>
<th>Pressure (MPa)</th>
<th>Density (kg/m³)</th>
<th>Velocity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Air</td>
<td>Water</td>
<td>Air</td>
</tr>
<tr>
<td>Two-phase shock tube</td>
<td>20</td>
<td>0.1</td>
<td>57.2</td>
</tr>
</tbody>
</table>
the shock wave, while the pressure in air decreases to 0.51 MPa due to propagation of the rarefaction wave making the pressure distribution ratio decrease from 200 to 38. The sound speeds of air and water corresponding to the initial conditions given in Table 4 are 699 m/s and 1483 m/s respectively. The impedance ratio of water to air calculated using these values is 37.05 and is
very close to the resulting pressure ratio across the interface as expected. This problem is solved using 500 grid points in the X-direction to discretize a length of 1 m. This serial run took 8 CPU minutes on a 3.33 GHz quad core computer.

Fig. 13 shows the temporal variations in the temperature at two locations, one in air at \(X = -0.2\) and the other in the water at \(X = 0.2\). The shock wave propagation results in increase in the temperature in water while there is a decrease in the temperature of air due to propagation of a rarefaction wave. Fig. 13 also compares the results with results from GEMINI. This example problem shows that the method presented here can handle properly shock wave propagation and interaction with an interface for a stiff pair of materials with significant difference in impedance.

4.4. Method verification: artificial multi-material problem

To verify the accuracy of the interface treatment of the method, we consider the following test case. We solve the Sod’s Shock tube in a single material treating the two sides as two different materials (with the same properties) as in a multimaterial problem. Since the Sod’s Shock tube problem has an exact solution, the comparison will evaluate the correctness of the interface treatment. This is done using the states corresponding to the weak shock problem given in Table 1. The problem is simulated by assigning different material numbers to corresponding states.

The comparison of the results in terms of the final density, pressure, and temperature at \(t = 0.25\) is shown in Fig. 14. The comparison clearly shows that the interface treatment is capable of capturing same results as the pure material algorithm. Small deviations in the temperature steep slope region are seen when the grid- ing is not fine enough, here 200 nodes along the 1 m tube length. These differences disappear when the number of grids is larger, here 400 nodes (see Fig. 14).

4.5. Efficiency of the method

This section examines the efficiency of the present method, which applies the remap procedure only at the interface when it is compared to a method, which uses Lagrange and remap procedure everywhere in the domain. The methods are compared using the Sod’s Shock tube problem. In a scenario of using the Lagrange and remap step everywhere, all the computational cells are initialized as mixed cells. The comparisons of results in terms of the final density, pressure and temperature at \(t = 0.25\) are shown in Fig. 15. Using the Lagrange and remap procedure at the interface has the advantage in reduction by 30% the computational time. Also, by using an Eulerian algorithm away from the interface, the method can use higher order discretization scheme such as MUSCL making the method both efficient and accurate. The computation was done on a 3.33 GHz, quad core machine. In this case we used 200 discrete points along the 1 m tube length.
Fig. 15. Comparison of Sod’s shock tube solution when using the Lagrange and remap procedure everywhere versus only at the interface. (a) Normalized pressure, (b) density, and (c) temperature along the length of shock tube at $t = 0.25$.

Fig. 16. Density contours at non-dimensional time, $t = 0.3$ for the two-dimensional Riemann problem (Configuration #13 in [1]). (a) 3DmsoFS-Coupé results, (b) Lax et al. results in 1. The initial conditions corresponding to this problem are given in Table 5.
Table 5
Initial conditions for a two-dimensional Riemann problem (configuration #13 in [1]).

<table>
<thead>
<tr>
<th></th>
<th>X &lt; 0.5</th>
<th>X &gt; 0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y &lt; 0.5</td>
<td>Quadrant I ( P_0 = 1.0 ), ( \rho_0 = 2.0 ), ( u_0 = 0.0 ), ( r_0 = 0.3 )</td>
<td>Quadrant II ( P_0 = 1.0 ), ( \rho_0 = 1.0 ), ( u_0 = 0.0 ), ( r_0 = -0.3 )</td>
</tr>
<tr>
<td>Y &gt; 0.5</td>
<td>Quadrant III ( P_0 = 0.4 ), ( \rho_0 = 1.0625 ), ( u_0 = 0.0 ), ( r_0 = 0.8145 )</td>
<td>Quadrant IV ( P_0 = 0.4 ), ( \rho_0 = 0.5313 ), ( u_0 = 0.0 ), ( r_0 = 0.4276 )</td>
</tr>
</tbody>
</table>

4.6. Two-dimensional Riemann problem

Two-dimensional Riemann problems [1] are a set of nineteen well established initial pressure, velocity, and density configurations of different fluids, resulting in combinations of non-linear waves such as shock waves, rarefaction waves, and contact discontinuities. These problems, though not possible to solve analytically, have numerical solutions, which are used to benchmark a compressible flow solver. In this work, the solution of one of such configurations (#13) is illustrated in Fig. 16 and is seen to capture the wave physics well. The initial conditions for configuration #13 are prescribed constant values of the prime variables in four quadrants of a two-dimensional domain. These conditions in non-dimensional form are given in Table 5.

The density contours in the two-dimensional domain at the non-dimensional time, \( t = 0.3 \), are shown in Fig. 16. These contours are compared with those obtained by Lax et al. [1] and are in good agreement. This problem is solved using a 400 \( \times \) 400 grid, which is the same grid density as the one used in Lax et al.

4.7. Exploding bubble

In this section we illustrate the capability of 3DYNAFS-COMP© to treat a compressible flow with a moving free surface boundary. The problem addressed is that of the dynamics of an initially spherical bubble containing gas at a higher pressure than the surrounding infinite medium. For the example shown here, the computational domain is defined in a cubical domain of dimensions given by \( X_{\text{max}} = Y_{\text{max}} = Z_{\text{max}} = 5,000 \ \mu m \) and \( X_{\text{min}} = Y_{\text{min}} = Z_{\text{min}} = 500 \ \mu m \). The bubble center is at \( X = Y = Z = 0 \), its initial radius is 250 \( \mu m \), its internal pressure is 5 bar, and it is surrounded by water at a pressure of 1 bar. A uniform grid density of 20 \( \mu m \) is used to resolve the region around the bubble and a stretched grid with a geometric expansion factor of 1.2 is used away from the bubble, i.e. for \( |X|, |Y|, |Z| > 500 \ \mu m \).

\[
\Delta x_{n+1} = 1.2 \Delta x_n, \quad (47)
\]

where \( \Delta x_0 \) is 20 \( \mu m \). All the domain boundaries are prescribed with non-reflective (Neumann) boundary conditions. A stretched grid is used to minimize the number of grids, while ensuring that the domain is large enough to avoid reflections from the boundaries. The initial setup of the problem is shown in Fig. 17.

As the air in the bubble is initially at a higher pressure than the surrounding water, releasing the bubble interface sends a high pressure wave into the surrounding medium (similar to the above shock tube problem but here in a spherical geometry). This is illustrated in Fig. 18 showing, at 6 \( \mu s \) after release of the interface, the variation of the pressure with the radial distance from the center of the bubble. This is measured in the XOY plane along three different directions: parallel to the X-axis, parallel to the Y-axis, and along a diagonal. Fig. 18 clearly shows that the variation in pressure along multiple radial directions is almost the same.

This outward interface motion results in a decrease in the gas pressure inside the bubble (see Fig. 19(a)) and increase in bubble volume (Fig. 20). This expansion phase continues until the bubble reaches its maximum radius (minimum gas pressure) and eventually collapses. The pressure is monitored at two locations, one at the center of bubble and another outside the bubble at the location \((0, 0, 300 \ \mu m)\). The temporal variations of the pressure at these two locations (Fig. 19) is in excellent agreement with GEMINI [23].

The evolution of the bubble equivalent radius (sphere with the same volume) compared for the first cycle with that computed by GEMINI is shown in Fig. 20(a). The figure clearly demonstrates that the two codes are in good agreement and the developed framework has the desired capabilities to capture bubble dynamics. The decrease in bubble pressure with increase in bubble volume during the first bubble period is shown in Fig. 20(b). The plot

![Fig. 17. Initial setup for a spherical bubble initial radius 250 \( \mu m \) in a cubical domain of 10 \( \mu m \) sides. (a) Stretched grid used for the computation. (b) Initial air–water interface. The initial bubble air pressure is 5 bars, while the pressure in the surrounding water is 1 bar.](image-url)
clearly captures the physics of the problem with the bubble maximum volume matching with the minimum air pressure and with the bubble volume minima matching with the pressure maxima.

4.8. Shock wave interaction with a cylindrical bubble

This section describes a high-resolution computation of the collapse of an initially cylindrical bubble of radius 0.5 mm when impacted by a shock wave carrying a high-pressure loading of 1 GPa. Similar to the examples shown above, this problem is of interest to many fields, e.g. biomedical industry, air force, and naval laboratories. The initial setup of the problem has an air bubble of internal pressure of 1 atm. at equilibrium with the surrounding water also at 1 atm. The setting of the problem and the gridding used are shown in Fig. 21.

A high resolution 434/C2 784 stretched grid is used with the bubble circular cross-section comprising 250/C2 250 grid points (Fig. 21). This high-resolution grid enables to capture the physics of the problem including bubble breakup as shown in Fig. 22. The various instances leading to the final collapse of the bubble are highlighted using Schlieren-like relative density variations [35]. These images accentuate the various features such as shock reflection using density gradients. The formula used to compute the Schlieren function, $v$, which is graphically represented [35], is

$$v = 0.8 \times \exp \left(-\mu \frac{\left|\nabla \rho\right|}{\nabla \rho_{\text{max}}}\right),$$

where $\rho$ is the density, $\left|\nabla \rho\right|$ the magnitude of the density gradient, and $\mu$ is a parameter to adjust the contour levels or the color of contour images. A larger value of $\mu$ gives a darker image and accentuates the weak features. In this work, a value of 100 is used for $\mu$. The first captured instances in Fig. 22 show a high-pressure shock wave in water impacting the bubble surface and resulting in both reflection of an expansion wave back into in water and transmission of the pressure wave into the air in the bubble. This is shown in Fig. 22(a) and (b). The incident shock wave after being diffracted by the bubble interface propagates in water while the transmitted shock wave propagates in air inside the bubble. As the speed of sound is larger in water than in air, the diffracted water wave moves much faster than the transmitted air wave. This can be clearly seen in Fig. 22(b). The transmitted shock wave interacts with the bubble liquid interface resulting in multiple reflections illustrated in Fig. 22(c) and (d). In addition, the higher and earlier pressures impacting the top of the bubble result in shape deformation and development of a reentrant jet into the bubble from its top surface. This is illustrated further by the velocity vectors in Fig. 22(d). As the air bubble deforms further, the distal surface of the bubble penetrates in the bubble as a reentrant jet and impacts the front surface, resulting in bubble fission and splitting into two side bubbles in Fig. 22(e). Finally, the bubble disintegrates leading to tiny fragments as shown in Fig. 22(f).

This exercise demonstrates the robustness of 3DyNaFS-Comp© enabling it to capture events including total disintegration of the interface in a fully conservative framework. The results obtained in this simulation compare well with results from Hawker et al. [36] for the same problem but with different equations of state. (We do not know unfortunately the equation of state used in [36].) Both are in good agreement and capture essential events during shock bubble interaction.
As in the previous case, the planar shock wave hits the bubble resulting in a reflected expansion wave in water and a transmitted shock in air (Fig. 24(a)). The incoming shock wave also is diffracted as it interacts with the bubble and finally hits the rigid wall resulting in a reflected shock wave. Also, as in the previous case, the shock wave deforms the surface of the bubble farthest from the wall during the bubble collapse resulting in the formation of a reentrant jet towards the wall as shown in Fig. 24(b). Successive stages of the bubble collapse and rebound are shown in the bubble shapes in Fig. 25. The collapse phase leading to bubble minimum is shown in Fig. 25(a)–(c) and the rebound phase leading to bubble fragmentation is shown in Fig. 25(d)–(f).

The velocity contours during reentrant jet evolution are shown in Fig. 26 with the bubble finally deforming into a toroidal shape.

The pressure at the wall is probed at two points, one at the axis of symmetry of the bubble and the other at a distance of one initial bubble radius (250 μm) from the axis. The corresponding pressure histories at the wall clearly shows (Fig. 27) a large increase in pressure as the bubble collapses, resulting from the bubble generated far field. Both GEMINI and 3DYNAFS-COMP give almost identical results at the two observation points at the wall, indicating similar accuracy between 3DYNAFS-COMP and the Navy validated code [23].

The evolution of the equivalent bubble radius (sphere with the same volume) is shown in Fig. 28(a). A clear decrease in the equivalent bubble radius is seen as the bubble is compressed by the incoming shock wave during its collapse. The bubble then rebounds as its inner pressure exceeds that of the surroundings and effectuates a couple of oscillations before settling to a balance radius of about 70 μm. The final pressure at the wall is close to 35 MPa as the initial boundary conditions for the pressure in the far field are prescribed with 35 MPa.

These results compare again very well with GEMINI [23]. The comparison of the pressure evolution at the two probed points (Fig. 27) and of the equivalent radius of bubble (Fig. 28(a)) shows an excellent agreement between the two codes. Fig. 28(b) shows temporal variation in pressure at the wall and equivalent bubble radius. The offset in pressure peak and bubble minima indicates the time taken by the pressure wave to travel from the center of bubble to wall. The results are further compared by tracking two points on the bubble interface for both GEMINI and 3DYNAFS-COMP. Initially the points are located along the line perpendicular to the rigid wall and passing through the center of the bubble. The initial difference in location corresponds to bubble diameter (500 μm) as shown in Fig. 29. As the shock wave impacts the...
bubble interface, the interface deforms as shown by the tracked points in Fig. 29. The implosion of the bubble interface occurs close to 2 $\mu$s resulting in conjunction of tracked points as seen in Fig. 29. The results compared with GEMINI match perfectly with 3DynaFS-Com® until the conjunction of tracked points.

4.10. Shock wave propagation in a bubbly medium

The last example presented in this paper shows the propagation of a high-pressure wave in a two-phase medium including a large number of bubbles. When the shock wave encounters the array of
bubbles in water it behaves very differently than a shock wave travelling in pure water. The presence of the bubbles attenuates significantly the wave amplitude. On the other hand, the collapses of the bubbles compressed by the shock wave can cause local pressure spikes in the bubble region. Such simulations are important in

**Fig. 23.** Schematic of the initial setup for shock/bubble interaction. A 35 MPa pressure wave in water on the left propagates towards an air bubble of radius 250 µm residing at equilibrium in water at 0.1 MPa ambient pressure. The bubble is located at a distance from the wall of 500 µm. Two probe points at the wall (white dots) are monitored to record the pressure signal: one is aligned with the center of bubble and the other is a bubble radius (250 µm) off-center.

**Fig. 24.** Dynamics of the interaction of a high pressure (35 MPa) shock wave in water and an air bubble of radius 250 µm residing in equilibrium in water at a pressure of 0.1 MPa. Time sequence of various phases of the interaction: (a) Reflected expansion wave in the water and transmitted shock in the bubble, (b) collapse with reentrant jet formation in the bubble, (c) impact of the reentrant jet on the other side of the bubble.

**Fig. 25.** Dynamics of the interaction of a high pressure (35 MPa) shock wave in water and an air bubble of radius 250 µm residing in equilibrium in water at a pressure of 0.1 MPa. Collapse and rebound phases of the interaction between a bubble and a shock wave. (a–c) Collapse phase leading to bubble minimum, (d–f) Rebound leading to bubble fragmentation.

**Fig. 26.** Dynamics of the interaction of a high pressure (35 MPa) shock wave in water and an air bubble of radius 250 µm residing in equilibrium in water at a pressure of 0.1 MPa. Snapshot of velocity contours depicting the reentrant jet dynamics.
understanding initiation and safe handling of heterogeneous explosives and in modeling cavitation erosion. In the test case presented here, a shock wave of amplitude 35 MPa interacts with a layer of bubbles residing in water at an ambient pressure of 0.1 MPa. The geometry is illustrated in Fig. 30. The dimensions of the computational domain are 2 cm × 0.5 cm × 0.5 cm and the initial radius of the bubbles is 500 μm. A uniform grid of 50 μm is used for this problem. A 3D block of the fluid is modeled and 24 bubbles are included in the bubbly region of length 0.3 cm.

The pressure is monitored along a line on the X-axis passing through the center of a Y = constant plane (here, Y = 0.25 cm) of the computational domain. The pressure is monitored at several locations such as in Fig. 31(a) in a region upstream of the bubbly layer, (b) inside the bubbly layer and (c) downstream of the bubbly layer. Fig. 31(a) shows how, upstream of the bubbly layer, the observation points see the pressure decay following the 35 MPa wave passage, followed by an expansion wave due to reflection from the bubbly layer interface.

Inside the bubbly layer (Figs. 30(b) and 31(b)) the pressure shows the formation of local hot pressure spots with sudden rises in the pressure, for example at $t = 31 \mu s$ at $x = 1.1$ cm. The strong attenuation of wave is clearly observed in Fig. 31(c) at locations...
outside the layer where the pressure does not exceed 2 MPa despite the 35 MPa imposed shock. The exercise indicates that the current algorithm is robust and can handle multiple interfaces in the presence of high pressure shock wave.

5. Conclusion

An Eulerian–Lagrangian approach to handle the high-speed dynamics of multi-material interfaces is presented. The method combines good features from both Eulerian and Lagrangian frameworks by treating the computational cells describing the interfaces in a fully conservative Eulerian–Lagrangian manner and cells away from the interface in a fixed grid Eulerian frame. This combined procedure obviates the issue involving mesh entanglement faced in Lagrangian flow solvers and does not require population of an Eulerian ghost field to compute fluxes across the interfaces, which is non-conservative.

The method was demonstrated here on idealized shock tube and Riemann problems and has shown an excellent agreement with standard analytical cases involving both strong and weak shock problems. The approach was also demonstrated as robust in handling shock/bubble interaction problems such as in underwater explosions, two-phase flows, or cavitation scenarios and matches well with similar previously published results in the literature. This framework shows strong capability of application to a variety of interfacial interactions problems involving solid–fluid, solid–solid, and liquid–gas problems.
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Fig. 30. (a) Initial setup of shock wave interaction with multiple bubbles. A shock wave of strength 35 MPa propagates and interacts with a bubbly layer in the region $X = [0.011 \text{ m}, 0.014 \text{ m}]$. The bubble radii are 500 µm, and 24 bubbles are involved in the computation. (b) Pressures and bubbles distributions at a selected time during the computations, $t = 31 \mu s$.

Fig. 31. Pressure monitored along a line along $X$-axis at the center of plane $Y = 0.25 \text{ cm}$. (a) Monitored points upstream the bubbly layer, (b) monitored points inside the bubbly layer, (c) monitored points downstream the bubbly layer.